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Executive Summary

The data driven economy needs not only data but also intelligent services putting the data to use.
The efforts in work package 6 (WP6) are targeted at populating DMA with intelligent and easy to use
servicesWP6 deals with two different aspect. Firstly, WP 6 develops tools to simplify the integration
of services into DMA. Hence, the burden for publishers of services becomes lower when entering
their services intoDMA. Secondlyseveralservices are developedhi WP6 which will be the first
available products once DMA is launched. These services should be role models for other services
joining DMA in the future, motivating other people to use them in their projects, and also to motivate
others to develop new sefiges and publish them via DMA as well. In the first category of tools
simplifying the integration of services into DMA fall two undertakings of WP7:

1 TheService Ingestiondefines the lifecycle of services in DMA. The lifecycle starts with of the
publishing of a service into DMA. It is then followed by the maintenance, updates, and
changes of the service when they are necessary. The lifecycle ends with the retirement of a
service from DMA. The service ingestion offers tools to assist this lifecycle assmelbis to
describe the API of a service, its legal requirements and manages its metadata so that a
service can be found by the potential customers. Furthermore, the service ingestion offers a
code generation for developers desiring to integrate a DMA ®erin their own project.

1 The Semantic Enrichment and Entity Linking component deals with the metadata
describing the services ingested into DMA. It processes the service metadata and extracts
concepts out of the metadata characterising the services andeithfeatures. These
characterisations are an important input for the search and recommendation in DMA. To
unify the description of services, the concepts are validated by a thesaurus.

The second category of services provide the first services consumabl®MA. They can be assigned
to the earth observation, mobility, data processing, and information science.

i TheData Clustering and Slicing Servicesoffers the ability to extract test datasets out of
much larger dataset for the purpose of testing and evaliat of a dataset without the need
to investigate the complete dataset at once. The service works in two steps. Firstly, the data
is clustered in different smaller partitions (e.g. by meanssphtial clustering. Secondly, the
different portions are provied individuality by the service.

1 The Earth Observation Services are composed by three services for the processing of
satellite data from the ESA. The forest change monitoring service calculatesiamgesof
forests due to natural growths unfinanced by gimonmental disturbances likeheavy gals.
The influence of windalsoin the focus of the second service, highlight the storm damage
resilience of forestsThethird service deals wittrockfall propagation modelling.

1 TheHeat Map Serviceis targeted at thevisualisation of geographic intensity information.
The service is aimed at visualising taxi demands on the city map.

1 TheTaxi Ride Sharingwill offer the ability to combine separate taxi rides into one. Taxi
users can share their ride to cut costs on théiips. The service is targeted at combining
separate taxi rides with the least impact in comfort for the taxi users.

1 TheRecommendation and Searchservice offers a scalable and distributed recommender
system. The recommender system can handle differegpés of information (e.g. item
descriptions, location information, transaction data) and be configured to the needs of the
different recommendation tasks. It also offers an extensive search functionality.

This deliverable is composed after the first half the project time is already passed. For all of the
described services the design phase and the first development iteration are concluded. The services
are currently extensive tested, and extensions and further functionality are implemented. The
second poject phase will see the execution of the said implementations with further functionality.

It will also lay an emphasis on the integration of the developed services into the Docker based DMA
infrastructure.
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ALS Airborne Laserscanning

ASA All Source Area

API Application Programming Interface

CB ContentBased filtering

CF Collaborative Filtering

CPU Central Processing Unit

Ccsv CommaSeparatedValues

DML Data Modfication Layer

DSM Digital Surface Model

DTM Digital Terrain Model

ESA European Space Agency

Fl-score measure of a test's accuracy, also callegs€ore or Fmeasure
GUI Graphical User Interface

HTTP HyperText Transfer Protocol
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JSON JavaScript Object Notation

MP Most Popular

MSI Multi-Spectral Instrument
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nDSM normalised Digital Surface Model

POC Proof Of Concept

RAM RandomAccess Memory

RC Recommender Customiser

RE Recommendation Engine

REV Recommender Evaluator

RSG Remote Sensing Software Package Graz
SAGA System for Automated Geoscientific Analyses
SD Standard Ceviation

SSA Single Source Area

XML Extensible Markup Language

YAML Yet Another Markup Language



1 Introduction

The advent of Big Data highlighted the potentials hidden in datasets. To leverage these potentials,
the matching services to the data are needed. DMA aims at bringing services andedsitagether
creating a data driven market. Work package 6 (WP6) concentrates its efforts on the services for DMA.
The efforts in WP6 can be summarised into two categories. Firstly, WP6 works on tballed
central-services for DMA, which are tools favia participants allowing them to submit their services

to DMA marketplace and infrastructure. Secondly, WP6 also develops the first services which will be
offered in DMA to potential customers.

When looking at the central services, i.e. the tools for thatiipations, of DMA, they should create
the infrastructure and framework for DMA to become a lively marketplace with reach interactions.
The central service which is required to the add, update, maintain, and retire a service offer from
DMA is thereforene of the essential parts of DMA and is called service ingestion. The current status
of the service ingestion development is described in Chagfer

Developers publishing services in DMA is just one aspect in DMA, but pdtentitomers also need
to find the services they are looking for. The semantiriehment andentity linking processes the
metadata describing the serviced his processing is aanrichment of the metadata makingervices
easier to find by potential customes. The work of this topic is reported in Chaptér

The remaining Chapters, 5, 6, 7, and8 describe the current work on the services. These services will
be the first offers available in DMA and should provide the participants in DMA with an incentive to
use the services in their projects or to also create and offer services on thwir. Many of these
services will also be used in the pilots developed in WP 8 and WP9.

This deliverable reports the status of the affairs in WP6 after the first half of the project has finished.
In this document the current status for each service devedapin WP6 is described in detail. Also,
there is an outlooKor the upcoming work on the said service which will be undertaken in the second
half of the project.



2 Service Ingestion

2.1 2.1 DMA Service Description

Data services and its application programmingterfaces (APIs) become more and more important

in a closer connected world. In order to provide consistent and robust interfaces, the API life cycle
has to be kept in mind. In the light of the Data Market Austria, its API life cycle comprises theifalow
stages:

Create a data service with its API

Publish it on the Data Market Austria (service ingestion)
Contract with customers and manage access

Update services

Keep different versions

Deprecate services, and finally

Retire services

= =4 48 -4 -8 _a_-°

Data Market Austria fomotes the use of robust APIs based on established standards, such as the
OpenAPI| standard With the extension of the OpenAPI standarthe DMA RESTful service
description allows to contain all three important description parts in a compact way in a rige:

1. The specification of the application programming interface between client and senkfom
a software engineering perspective: withversion information, which calls are available,
GCHCGOG L?KOCL?G?HNM NB; N B,; Psie, BecuritylodeBGJ F? G?
URLs for testing, staging and deployment.

2. Information about legal aspectsklicense models, service level agreements, what is expected
from the customer, what is guaranteed by the vendor (quality of service).

3. Metadata for brokeragek which enables quick discoverage through search, metadata
enrichment from additicnal sources for proper rankingccording to search queries, and
recommendation of services.

The DMA service description is bathuman understandable, as well as machine redde, which
allows to autogenerate source code from it. Although the majority of programming languages is
supported by the proposed code generator, user defined source code templates can be created, in
case the code generator does not provide a proper telae for the required programming
language. If customised templates require too much effort, manual implementation of the APl is still
an option.

Furthermore, the whole service APl documentation can be agenerated as well.

So, with this compact servicdescription we can achieve an easy and comprehensive acquisition of
all metadata. At the same time, offering a repository and tools to handle such descriptions binds the
service API vendor more tightly to the existing DMA platform.

2.2 Current State of Servicelngestion

At present, we have implemented a DMA Service API editor which allows to

1 create new DMA service descriptions
9 upload an existing service description filer URL based
1 update service metadata

1 For more information, seéttps://github.com/OAI/OpenAPSpecification(verified 20. 2. 2018)
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1 show the API documentation, and
1 allows to test API céd prototypically

Possible Service description file formats are YAML and JSON, although YAML format is the preferred
one. The Service API Editor uses a biildMA schema for validation and only correctly validated
description data is submitted to the DMiWetadata @nverter & Harvester (seigurel).

For service documentation, another software module has been prepared, which allows to visualise
the API calls in a decent layout. An additional feature provides the possibility tiickwbetween all
minor versions of a service API in order to display its differences.

Last, but most convenient tool in the toolset is the service API code generator. It allows to generate
client and server stub code for the following languages / framewsrk

1 APl clients: ActionScript, Ada, Apex, Bash, C# (.net 2.0, 3.5 or later), C++ (cpprest, Qt5, Tizen),
Clojure, Dart, Elixir, Elm, Eiffel, Erlang, Go, Groovy, Haskell Higymt, Servant), Java
(Jerseyl.x, Jersey2.x, OkHttp, Retrofitl.x, Retrofit2.xgreRestTemplate, RESTEasy, Vertx,
Google API Client Library for Java, Ressured), Kotlin, Lua, Node.js (ES5, ES6, AngularJS
with Google Closure Compiler annotations) Objectizz Perl, PHP, PowerShell, Python, R,
Ruby, Rust (rust, rusterver), Scalaakka, http4s, swaggeasynchttpclient), Swift (2.x, 3.x,

4.x), Typescript (Angularl.x, Angular2.x, Fetch, jQuery, Node)

1 Server stubs: Ada, C# (ASP.NET Core, NancyFx), C++ (Pistache, Restbed), Erlang, Go, Haskell
(Servant), Java (MSF4J, Spring, UndertovAXRS: CDI, CXF, Inflector, RestEasy, Play
Framework, PKMST), Kotlin, PHP (Lumen, Slim, Silex, Symfony, Zend Expressive), Python
(Flask), NodeJS, Ruby (Sinatra, Rails5), Rust {saster), Scala (Finch, Lagom, Scalatra)

All modules are fully containeristt and can be integrated into the DMA ecosystem according to
Figurel.

2.3 Interfaces and APIs

After user authentication / authorisation, the portal allows to select further actions, which can be

1 Create a new service API description

Add an existing service API description

Update an existing service API description

Delete a service API description

Show documentation of a certain service API major version with all of its minor versions
Start code generator with certain service API degtion, and

Submit service API description to Metadata Converter & Harvester.

E R N

1 For more information, seéttps:/github.com/swaggepi/swaggeicodeger(verified 20. 2. 2018)
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UserID

User ID m
Service API Service API Service API
Documentation Editor Codegenerator

Service API File

Service API File Service API File l

Service API File
Service API Filestorage Metadata
Frontend Converter & Harvester

Figure 1: Functional dependencies between service API ingestion tools and poral
components

2.3.1 Create, Add or Update a Service Description

The following code fragment depicts an example on how to integrate the Service API editor into the
DMA workflow. The HTML file insiizates the service API editor with new or existing service API

description. Currently, this is not yet implemented but it will be implemented until autumn 2018.

<IDOCTYPE htmI>

<html lang= "en" >

<head>

<meta charset= "UTF-8" >

<tite> DMA Service API Editor </ title>

<link href= "./dist/swagger - editor.css" rel= "stylesheet" >
<link rel= “icon"  type= "image/png" href="./dist/favicon -
32x32.png"  sizes= "32x32" />

<link rel= “icon"  type= "image/png" href="./dist/favicon -
16x16.png"  sizes= "16x16" />

</head>

<body>

<divid= "swagger - editor" ></div>

<script src= "./dist/swagger - editor - bundle.js" > </script>
<script src= "./dist/swagger - editor - standalone - preset.js" >
</script>

<script>

window.onload = function() {

const editor = SwaggerEditorBundle  ({

dom_id : ‘'#swagger - editor'

layout : 'StandaloneLayout' ,

presets : [

SwaggerEditorStandalonePreset

1,
/I This URL represents the selected DMA service API file
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url: ‘https://dma.serviceAPI.service/openAPI - sha256 -
1234567890 - vi.yaml'

)

window.editor = editor

}

</script>

/I This represents the sa ve and submit button for service API
descriptions

<divid= "save - and- submit -to - metadata - converter - and- harvester"
<form action="https://url - to - dma metadata - converter -and-

harvester.com">
<input type="submit" value="Start DMA metadata converter
& harvester" 1>
</form>
</div>
</body>
</htm|>

Listing 1: DMA Service Editor with validation - submission triggers metadata harvesting

2.3.2 Deprecate and Retire a Service

Update existing service description by addingleprecated token to the opeations description.

Retirement of a service currently means to remove the service description from the service

repository and to trigger a metadata harvesting pass.

2.4 Further Development

Currently the DMA schema does not contain any controlled vocabulary for

1 category , mapped todcat:themeTaxonomy |, test tags areCategoryl, ..

Category3

1 theme, mapped todcat:themeTaxonomy |, test tags areThemel, .. Theme3

and
1 tags , mapped todcat:keyword , test tags arelagl,.. Tag3
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3 Semantic Enrichment and Entity Linking

3.1 Semantic Enrichment

The interpretation of data depends on the context. The metadata is generally not verbose. Semantic
Enrichment aims at providing additional context, therefore facilitating related activities, e.g.
similarity assessment, recommendation sends, search. The enrichment employs the knowledge
contained in a thesaurus or, more generally, an ontology.

A thesaurus contains concepts, relations between concepts, and attributes of concepts. Attributes

usually contain labels of the concept with a distinished preferred label. The labels present lexical

@ LGM | @ NB? =1 H=7?JNH 1l ®pitallya Boncept i6 refgrreditGhy thE€ éagé  MN; N
|l @ CNM JL?@?LL?> F; <?FH Cn?n NB? =1H=?2JN &4G; LCN;
attributes: alternative and/or hidden labels.

The relations contain hierarchical (transitive) relations and nderarchical. Hierarchical relations
<?NQ??H =1H=?JNM =1 HMNCNON? ; J; LNC; F 1L>?L | H
MN; NOMA BMM?H>CHA <L; H=B QCNB =1 H=?JNM a@; GCFS
broader/narrower to denote hierarchical relations. These hierarchical relations enable hierarchical
enrichment, i.e. enrichment with broader concepts. For example, if theueabf a metadata field

=] HN; CHM &d>?M=LCJNCIH I @ G; LCN; F MN; NOM I @ JI JOF
additional information that the mentioned description is also about family and social questions. The

exact interpretation and implenentation of such enrichment depends on the use case. Moreover,
hierarchical relations encourage introduction of similarity measures between concepts, for example

Resnik similarity(Resnik, 1995)Lin similarity(Lin, 1998)

In the course of the semantic @ithment process, concepts are going to be extracted from the
metadata via their labels. Only the concepts contained in the thesaurus are extracted, therefore, the
quality of the thesaurus is essential for the concept extraction, hence for semantic enram
EuroVoé is used in DMA as the main thesaurus. EuroVoc is a multilingual, multidisciplinary
thesaurus covering the activities of the EU. It contains terms in 23 EU languages (Bulgarian, Croatian,
Czech, Danish, Dutch, English, Estonian, Finnish, Hre@erman, Greek, Hungarian, Italian, Latvian,
Lithuanian, Maltese, Polish, Portuguese, Romanian, Slovak, Slovenian, Spanish and Swedish), plus
in three languages of countries which are candidate for EU accessidn;._ . " o (mk),_shgip (sq)

andc tc ff fifsk)dThe total number of concepts is 7159.

At a later stage of the project (M30 of the project) it is planned to employ domain specific thesauri.
The domain specific thesauri cover different subject areas and enhaaodchment with domain
specific information, labels, and relations. In DMA domain specific thesauri come from pilots, i.e.
WP8 and WP9. Following the procedure established for including domain specific thesauri for pilots
further domain specific thesaunmay be included in the semantic enrichment process.

3.1.1 Implementation: PoolParty eXtractor

After the data is ingested and accepted in the data ingestion pipeline, the metadata is enriched. At
this stage we can assume that metadata is validated, and has alyetie DMAspecific metadata
predicates and entities (in the case of controlled vocabularies). The entities which come from
controlled vocabularies are saved in the form of URI (see Se@i@tntity Linking).

1 http://profit.poolpartybiz/profit_thesaurus/1538
2 hitp://eurovoc.europa.eu/
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The metadata of datasets and service is enriched. For both types of assets the following metadata
fields are being enriched:

1 Description ¢Ict:description )
1 Title dct:title )
1 Usergenerated tags@cat:keyword )

For adding the enrichment to the metada the standoff annotation are used, i.e. the URIs of the
extracted concepts are stored separately and the original titles, description, tags are not modified.
Therefore, any service working with metadata (in particular the recommender service) may coatin
operating to the original values. This is especially useful in the unusual case when no concepts are
found, i.e. no enrichment possible.

NLP interchange formdtis used for annotations. The predicatrif:annotation is used to
provide a reference to th&nowledge base. Moreover, the positions of the extracted concepts as well
as their surface forms are recorded in the metadata. The format of including annotations is best
illustrated with an example.

Let the incoming dataset contain the following descripti:

<dataset uri> dct:des

cription i
households in Vienna 20160""xsd:

o~

Then the enriched metadata is going to look the following way:

@prefix nif: <http://persistence.uni - leipzig.org/nlp2rdf/ontologies/nif -
core#> .
@prefix xsd: <http://www.w3.0rg/2001/XMLSchema#> .

<dataset_uri> dct:description <_:description_of dataset_uri> .
< :description_of dataset uri>

a nif:Context, nif: RFC5147String ;

ni f:isString fiThe Q1 report of t hfBougelmdseir consumpt
Vienna 20160~"xsd:string

< :description_of dataset_uri#char=7,12>

a nif:RFC5147String ;

nif:anchorOf "report" Mxsd:string ;

nif:beginindex "7"Mxsd:int ;

nif:endIndex "12"Mxsd:int ;

nif:annot  ation <http://eurovoc.europa.eu/2891 >
nif:referenceContext < :description_of dataset_uri> .

< _:description_of_dataset_uri#char=27,37>

a nif:RFC5147String ;

nif:anchorOf "consum ption"xsd:string ;
nif:beginindex "27"Mxsd:int ;

nif:endindex "37"Mxsd:int ;

nif:annotation <http://eurovoc.europa.eu/139 >

nif:referenceContext <_:description_of_dataset_uri> .
< :descri ption_of dataset uri#char=42,51>

a nif:RFC5147String ;

nif:anchorOf "household"xsd:string ;

nif:beginindex "42"Mxsd:int ;

nif:endindex "51"Mxsd:int ;

nif:annotation <http://eurovoc.europa.eu/1864 >

nif:referenceContext < :description_of dataset uri> .

1 hitp://persistence.udeipzig.org/nlp2rdf/
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< :description_of_dataset_uri#char=56,61>

a nif:RFC5147String ;

nif:anchorOf "Vienna"Mxsd:string ;

nif:beginindex "56"Mxsd: int ;

nif:endIindex "61"Mxsd:int ;

nif:annotation <http://eurovoc.europa.eu/6202 >
nif:referenceContext < :description_of dataset uri> .

The EuroVoc thesaurus is already available at dma.poolpdnity;, the project ID of EuroVoc is
1DF19BCD 681D- 0001 - 6277 - 102018CC1615. In order to extract concepts the APIs of
PoolParty are implemented, deployed and available. The description may be found at
https://dma.poolparty.biz/extractor/api and  https://dma.poolparty.biz/PoolParty/api. In
particular, the method  https://dma.poolparty.biz/extractor/api/extract  (description:
https://dma.poolparty.biz/extractor/api?method=extractd9a1833dd1dd59d1baf943359e4 743 fid
used to extract the concefs, return their URIs and positions.

In order to work with the enriched metadata the following API call is available:

https://dma.poolparty.biz/PoolParty/api/thesaurug{projectiD}/concept (description:
https://dma.poolparty.biz/PoolParty/api?method=getConcept
7b41dba9c8550a3bb8fef4d3bb5fc4ilereturns the informaton about the concept, including
broader and narrower concepts, related concepts, labels, description and possible notes.

A PoolParty instance for supporting the DMA project is deployed at SWC premises and already
available for usage. Until September 2018i$ planned to implement an annotation service that
would wrap the extract call and return the annotations using NIF (as described above). Until 2019 it
is planned to provide a dockeresd PoolParty instance to be deployed at the DMA infrastructure.

3.2 Entity Linking

When a service or a dataset is being ingested into DMA platform its metadata is validated. One of the
validation steps is a check of the values (objects of triples) of the metadata. Some values are not
restricted, i.e. can be any strings (for expie, user generated tags) whereas others are restricted
(for example, language). For the restricted ones PoolParty is used to store all the allowed values.
This way we ensure interoperability and conformity of metadata.

The metadata values can readily legjual to one of the allowed values or there could be an entity
linking step in order to transform the incoming values into the allowed ones. In order to prepare
such linking rules an entity linking tool will be implemented and deployed at DMA infrastrugtur
until February 2019.

3.2.1 Implementation: PoolParty Thesaurus Server

Currently it is possible to check if a value is contained among the allowed values or not. For this
purpose a controlled vocabulary containing all the allowed values should be modelled aodes!

in PoolParty. In order to perform this check the method
https://dma.poolparty.biz/extractor/api/suggest (description
https://dma.poolparty.biz/extractor/api?method=suggesB8558e880b146229e43a60f20627{1f74

shall be called with the parameters:

1 language=en
1T searchParameters=[{fAmatchingStrategyo: 0EX
nNgo: <desired seadxjch string
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If the response contains any results then a concept with the specified label exists in the thesaurus.
The following metadata fields expect a value from a controlled vocabulary:

Tags (cat:keyword )

Theme (lcat:theme )

Access rightsdct:accessRights )
License (Ict:license )

1 Price model dmav:PriceModel )

= =4 —a -8

In the entity linking process the values are checked. If the checks are successful all the string values
are substituted by URIs of the respective concepts from the DMA controlled vocabularies.

Currently PodParty instance is already available. As the next step the entity linking interface is
planned. The interface will enabled the DMA users to prepare mapping rules via web interface. The
interface will be developed and deployed until February 2019.
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4 Data Qustering and Slicing Service

The data clustering and slicing service is a Roore service (se€igure2) to be offered by DMA to its
data customers. The data clustering component identifies naturatigcuring clusters in CSV
datasets, while the data slicing component lets data customers download subsets of given datasets,
based on the identified clusters. The objective of the data clustering and slicing service is that in case
of very large datasets, users would not have to puaske, download, and process the entire dataset.
Instead, they will be able to purchase subsets of it, containing those items, which are most relevant
to them (thus potentially saving money, time, and computational resources).

Cluster analysis is a resourckemanding task, especially for very large datasets. Therefore, the data
clustering and slicing service runs cluster analyses only once per resource and saves the results of
the analyses for further reus&aving each subset as salbntained CSV files wodlincrease the size
exponentially with the number of dimensions. Hence, the storage space requirements for storing all
CSV datasets in the DMA infrastructure is impracticable in the general Gisee the data clustering

and slicing service is primarilyntended to be used for very large datasets, the increased need for
storage space would be impractical. Therefore, the results of the cluster analyses are saved in a
separate CSV file (one file for each resource), with each row storing the respective rclistd the
original resource, while being the same order as the original file.

The generation of the subsets takes place -tre-fly: once the customer selects a cluster for
download, the data slicing component parses the dataset and the cluster datarbie-by-row and
sends only those rows to the customer that are in the cluster they are interested in.

Data clustering and slicing
service architecture
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Figure 2: Data flow between the components of the data clustering and slicing
service
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4.1 Current status

Currently, a prototype of the data clustering and slicing service is deployed to the DMA cloudsThis
a proof of concept user interfacesi available at http://slicendice-slicer-sandbox.apps.dma
cloud.catalysts.cc/poc/slicer.php

The data clustering component as well as the data slicing component anplémented as two
separate microservices, on the DMA cloud. The separation of concerns regarding these components
is due to the following reasons:

1 their performance profiles differ (the data clustering runs once per dataset, but is resource
demanding; the> ; N; MFC=CHA LOHM ?P?LS NCG? ; >: N; M? N
demanding)

1 data analyses of the data clustering is implement in Python Flask, and while web delivery
tasks of the data slicer is implement in PHP (data clusterer is implemeritgdPython Flask
and Connexion, data slicer is by PHP and Slim framework, the basis of both generated by
Swagger Code Generator)

1 the analyses produced by the data clustering might in the future be reused by other services,
independent of the data slicing.

Choose dataset

.
® Austria (CSV)
® Zirich (CSV) DATA MARKET

AAAAAAA

Choose cluster

y - unwen g R
Y jssaarbricken \

= Ad s o

. > B A \(\ ;\\)\‘

Stuttgart ~

Munchen- ¢

J S oy ] i s az1 ™
| ) ) 3 / ™ riester . -
 JACT 5 Milano m Venezia® A g

API Specifications

o Slice'n'Dice clusterer (OpenAPI JSON)
o Slice'n'Dice slicer (OpenAPI JSON)

Figure 3: Example result visualisation of the service

4.1.1 Data clustering component

Spatial clustering (on the basis of geographic coordinates) was the-cage chosen for the data
clustering and slicing service prototype, with the aim of identifying naturadigcuring geographical
clusters in datasets.

A controled vocabulary is used for identifying CSV columns that contain coordinates by comparing
the column header value with the controlled vocabulary. The content of relevant columns are
assumed to be in the WGS 84 standé@skcker, 1986 the standard used by wst contemporary GPS
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devices. Coordinate records that do not contain standard coorate information are not analyed
- the clusterer saves an invalid valuelj for such rows.

Once columns containing geographical information are identified, the data ckritg component
identifies clusters in them using-kneans clusteringHastie et al., 2001 xurrently identifying a pre
defined number of clusters, with the analysis of the ideal number of clusters to be implemented
later. Cluster information is then saveith a separate CSV file, each row containing the cluster ID of
the corresponding row of the original CSV file. Once the clusters are identified, the bounding boxes
of each cluster are calculated and saved in a JSON metadata file.

If the data clustering cod | H? HN CM =; FF? > N | L?NOLH ; >: N; M?

bounding box metadata, the data clustering component first looks if cluster information and
bounding boxes have already been identified and saved for the requested dataset. If yesuihse

the stored files, if not, it performs the cluster analysis, saves the files and returns the queried
information.

4.1.2 Data slicing component

4B? >; N; MFC=CHA =1 GJI H?HN CM NI <? KO?LC?>
downloaded. It fetchesthe CSV file containing cluster information from the data clustering
component, and fetches the dataset from DMA ecosystem (to be implemenfedproof of concept

the component currently fetches the same dataset used by the clustering component, hostetthée
service). The slicing component then parses the two CSV fileslygsow parallelly and when the
cluster ID in the cluster CSV matches the cluster ID requested by the customer, it pushes the
corresponding line from the dataset CSV to the customer.

The data slicing component is implemented, using only stredmased file operations for good
performance and scalability. The source CSV files are not downloaded by the service as a-whole
they are downloaded, read and then discarded row by row. The out@8V subset is not buffered

by the service- the CSV rows are pushed to the user-te-fly, using HTTP1.1 chunked transfer
encoding. Thanks to strearbased file operations the data slicing component performs well with
datasets of any size.

The data clusteing and slicing service is currently not fully integrated in the DMA ecosystem. It runs
on the DMAcloud and service discovery is enabled, but datasets are not fetched from Céaddit
authentication is not implemented, since during the time of the develmgnt the ecosystem was
not mature enough to integrate services with it. Instead a few example datasets are integrated in the
service, to prove the concept, and authentication is disabled.

4.2 API Description

4.2.1 Data Qustering Component

The implemented, detailed specifications can be found at http:/slicendice-clusterer-
sandbox.apps.dmeacloud.catalysts.cc/api/v1.0/ui/#!/enhancement/getcluster data

4.2.1.1 Bounding boxes of identified clusters

Request

1 See DMA deliverable D5.3
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Method

URL

POST

api/v1.0/slicendice/coordinates/getBoundingBox/<proc
ess_id>

Parameters/Request Body

Type

Params

HEAD

auth_key

auth_key

Theauth_key that was given in response to /api/login

QUERY

process_id

process_id
Theprocess_id  Process ID of the dataset submission process

Response
Status Response
200 [
{
"cluster_id": 0,
"maxx": 16.577513,
"maxy": 48.322666,
"minx": 16.181831,
"miny": 48.117908
1
{
"c luster_id": 1,
"maxx": 17.577513,
"maxy": 49.322666,
"minx": 17.181831,
"miny": 49.117908
}
]
202 {"error":"Clustering for this dataset is already being

processed.  Try later"}

400 {"error":"Process ID does not exist / is missing."}

401 {"error":"Unauthoris ed. Auth key is missing"}

404 {"error":"No asset with the given job process ID
found."}

500 {"error":"An error occurred."}
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4.2.1.2 Get Cluster Data

Returns a CSV file of cluster information on the source dataset.

Request

Method URL

POST | api/vl.0/slicendice/getClusterData/<process_id>

Parameters/Request Body

Type Params

HEAD auth_key

auth_key
Theauth_key that was given in response to /api/login

QUERY | process _id

process_id
Theprocess_id  Process ID of the dataset submission process

Response

Status Response

200 X- DMA cluster
0
6
-1
6
2
202 {"error":"Clustering for this dataset is already being
processed.  Try later'"}
400 {"error":"Process ID does not exist / is missing."}
401 {"error":"Unauthoris ed. Auth key is missing"}
404 {"err or":"No asset with the given job process ID
found."}
500 {"error":"An error occurred."}

4.2.2 Data slicing component

The implemented, detailed secifications can be found at http://slicendice-slicer-
sandbox.apps.dmacloud.catalysts.cc/poc/OpenAPISpec.html
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4.2.2.1 Getslice

Parses the original resource and the cluster data CSV file parallelly and streams only those rows of
the original file that have the selected clustéD in the same row of the cluster data CSV file.

Request

Method URL

POST | api/vl.0/slicendice/getSlice/<process_id>/<cluster_i
d>

Parameters/Request Body

Type Params

HEAD auth_key

auth_key
Theauth_key that was given in response to /api/login

QUERY | process _id

process_id
Theprocess_id  Process ID of the dataset submission process

QUERY | cluster_id

Thecluster_id of the cluster of the dataset to be downloaded.

Response

Status Response

200 CSV corent with only the relevant rows

400 {"error":"Proc ess ID does not exist / is missing."}

401 {"error":"Unauthoris ed. Auth key is missing"}

404 {"error":"No asset with the given job process ID
found."}

500 {"error":"An error occurred."}

4.2.3 Service discovery

Both microservices expose the following endpoititat returns the OpenAPI specification of the API.

Request

Method URL

GET api/v1.0/slicendice/OpenAPISpec/
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Parameters/Request Body

Type

Params

HEAD | auth_key

Theauth_key that was given in response t@pi/login

Response

Status Response

200

The Op@API specifiation of the APl in JISON format

4.3 Development Plan

The future development of the data clustering and slicing service during the runtime of the DMA
project foresees the following steps:

1.

2.

3.
4.

5.

Full integration of the service into the DMA ecosystem ¢féhg and sending data,
authentication)

Create clusterers for other data types in addition to geographical coordinates (i.e., date and
time values, numbers, taxonomies, etc.)

Integrate the data slicing component in the DMA portal: creating a standard Ul.

Expanding the controlled vocabulary used for identifying CSV column containing
coordinates by header value

Consider the possibility of supporting other coordinate standards in addition to WGS 84.

In addition to the data clustering and slicing service, tvaalditional non-core DMA services are
planned by DUK, based on the outlines and requirements as well limitations stated iiv&eable

6.1. The first of these services is a kind of Goody download of datasets, to facilitate different ways

of accessing dtic as well as dynamic data (i.e. streaming data) to support additional service and
product models on DMA. The second service is to offer Doskdriemplates, schemes and tools
that enable third-parties to quickly start interacting with the DMA platforprogrammatically, as

well as building services to be connected with DMA. However, these two services and their feasibility
strongly depend on the outcome and possibilities as well as limitations provided by the
platform/portal development out of WP4.
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5 Earth Observation Services

5.1 Motivation

Forests play an important role for society; they prevent floods, support water production, offer
protection from avalanches and rockfall, are part of the global ££§cle, provide recreational space

and lay the foundatiorfor a whole industry branch (cf. Mayer 1999, 296). In Austria 47,6 % of the total
area are covered with forests, with the province of Styria having the highest coverage (61,4%) of all
provinces (cf. Sebauer 2013, 14; Russ 2011, 3). The forest in Aastr@asirong protection capability
against erosion and subsequent risks of flooding, mudslides and avalanches and is essential for the
preservation of the Alpine ecosystems. In the context of forest damage windfall is a sudden event
very often followed by sbsequent bark beetle infestations. Both events impact the structure of
forests and, thus, diminish the protective forest functions mentioned. To react adequately, forest
managers and environmental agencies require sudden or regularly updates on foresarpeters

such as crown closure or forest gaps, as well as the size of damaged areas (including loss of timber
volume in damaged areas) to set up the respective forest management activities and logistics. Due
to the high cost of data collection for conventi@l inventories these parameters were prepared only

for small forest sites and at infrequent intervals or from sample data of the Austrian Forest Inventory
(OFI). While providing key statistical data on larger regions, these surveys do not allow the tieniva

of the regional (wall to wall) distribution of the various forest parameters.

Relevant for wind induced damage to forests in Europe are winter storms, foehn storms and summer
storms. With a diameter of 1008000 km winter storms possess the largestake for potential
damage (cf. Schindler et al 2012, 57). As for storm intensity, intensity of damage may be attributed
to wind gusts more than to mean wind speed (cf. Gebhardt et al 2011, 1125). Nevertheless not only
wind but also tree attributes, stand #iation, site conditions and environmental factors are
important factors for tree vulnerability.

Rockfall is a rapid and higlenergy geomorphic process which may cause substantial damage and
even fatalities. Although single rockfall events usually affectlyp small areas, especially in alpine
regions wide areas are potentially endangered. Thus, decision makers and stakeholders are craving
for models and tools producing spatially distributed process information (usually digital layers and
maps) supporting rekfall assessment (Chung & Fabbri 2006). Depending on (i) scale, (ii) availability
and quality of input data and (iii) financial efforts, different types and levels of rockfall zonation are
recommended. At regional scale (1:25,000; 1:50,000), indicativaithmaps have turned out to be
useful predisaster mitigation tools (Bell et al. 2013, Guzzetti et al. 2003). Such maps are rather
evaluated on the reliability with regard to frequently occurring lemagnitude events (e.g. small
boulder sizes with shortunout length) than on highmagnitude (worst case) scenarios (maximum
potential boulder size with maximum runout length). However, lemvagnitude events are very
sensitive to changes of the vegetation cover as small changes may cause substantial effedts on t
runout lengths. Frequent updating of the required forest parameters thus is needed for reliable
hazard information.

The assessment of forest damage by means of SENTINEL 2 satellite data can therefore be considered
as an important step forward for a susinable management of forests (cf. international Alpine
Convention).

5.2 Service Descriptions

7CNBCH NB? $-! JCFI N a#l1 GJF?R $; N;foursenkitesha®G? HN
defined, namly Forest(Change) Monitoring, Storm Damage Resilience, andatdd Rockfall

G
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Propagation Modelling. These services can be part of Forest Management and Action Planning
plattform.

5.2.1 Forest (Change) Monitoring

The monitoring of forest areas offers a very efficient tool to obtain information of possible change
caused by Iotic or abiotic mechanisms. However, it isg@iori not known where changes or forest
damage can occur. In order to overcome this drawback it is necessary to observe very large areas on
a regular base. In this context the new SENTINEL satellite systeenso#f very powerful tool with

high spatial, spectral and temporal resolutions. As this system has a swath width of up to 290 km
and a repetition rate of every 5 days the frequency for updates can fully satisfy forest monitoring
needs. Storage capacities a to be adapted to the huge amount of data recorded for all systems,
including Landsat TM.

5.2.2 Storm Damage Resilience

Nowadays complex data sets are available for many forest related applications. With respect to
storm events this situéion is a prerequisiteto analyse storm damage refience. Forest experts
emphasi® the need of certain key parameters for this evaluation. For example, data on wind speed,
topography or forest features are a prerequisite, together with satellite derived information, to
model this resilience. From the availability of the data these parameters can be grouped into:

1 environmental factors (e.g. such as wind speed, geomorphological features, geological /
pedological information)

tree attributes (e.g. such as tree type involving thaot system, tree height)

stand situation (e.g. development stage, species mixture, crown pattern, stand structure,
intensity of thinning)

1
1

From the above listed input data sets the resilience of forest areas against potential storm events
can be modelled ad thus the foresters can obtain important information for their management
plans.

5.2.3 Updated Rockfall Propagation Modelling

Areawide highresolution rockfall modelling results based on LIiDAR data are available for the whole
Province of Styria. Two main aspecwere taken into account: (a) the identification of potential
source zones, and (b) the estimation of rockfall propagation zones. The runout distances were
modelled by velocity calculation based on a one parameter friction model. Whereas potential source
zones do not change within short time, the modelled rwout zones strongly depend on friction
values based on terrain roughness and forest characteristics (e.g. treetop number per unit area,
crown coverage, height of upper layer, vertical forest structuwr&he service will consist of updated
rockfall propagation models whenever relevant forest changes are recorded (Service 1).

5.2.4 Forest Management and Action Planning

Frequently updated data sources as represented by the outputs of Services 1 to 3 will igevéor
optimised services and decision support systems for action planning and implementatkont only

for forestry purposes but as well as for e.g. hazard and risk prevention using technical measures.
Stakeholders and forest experts can then react véagt, using this type of information, in order to
take countermeasures and to obtain an overview of the economic and environmental impact of the
storm damage.
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5.3 Primary Content/Data Involved

As already mentioned three service cases are envisaged to be dpedldn order to support the

forest authorities with necessary information for their forest management plans. They encompass a

change map, updated regularly or on demand, a forest resilience map, showing the resilience of

forest areas against the impact attorm events, and finally an updated rockfall propagation map,

which is an update of existing rockfall maps. The respective DMA user for these services is the

&I L?MNLS "1 ;L> I @ NB? "I P?LHG?HN I @ 3NSLCt ©4a, ; H
management in Styria. They support the service development with input data from various sources,

such as LIDAR data (see also below).

5.3.1 Up-to-date Satellite Data

The possibility to get cost free data from Sentinel 2 A/B satellites brought advantages like:

1 high recording frequency with recording intervals of 5 days,
1 huge swath width of 290km,

1 adequate spatial resolution of 10m, and

1 high spectral resolution with 12 bands.

As can be seen iRigure4, the spatial resolution of SENTIME is significantly better than of the
Landsat Thematic Mapper. Although it is not very high resolution imagery its resolution fits very well
to the services to be developed.

L-8
Figure 4: Comparsion of spatial resolution of different optical sensors.

Sentinel2A in combination with SentineB provides a Slay repeat coverage ¢fo; L NBAM F; H> ;
where Landsat8 has a 16 days repeat coverage. A high frequency is a prerequisite for change
detection on demand and is also needed if the forest of interest is locatedhighly cloudy region.
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Comparison of Landsat 7 and 8 bands with Sentinel-2
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Figure 5: Comparison of Landsat 7 and 8 bands with SentineR.

The Sentinel2A/B sensors monitorwavelHANB M CH> A'BA @l Znfraredbandsiare; L
specifically designed to monitor land cover. As well as monitoring plant development and change,
Sentinek CM OM?> NI G;J =B; HA?M CH F; H> =1 P?2L ; H> N
also provides information on pollution in lakes and coastal waters. Images of floods, volcanic
eruptions and landslides so to contribute to disaster mapping and helping humanitarian relief

efforts.

5.3.2 Surface Model from ALS Data

All height data are derived®dm the laserscanner campaign and are received from the department
of Geoinformation Steiermark. The different tiles were acquired between 2Q092.

1 DSM (Digital Surface Model): Additionally to x,y values each pixel has a z value representing
elevation ircluding vegetation and marG; >? @?; NOL?MHY Cn?n B?CABN
ALI OH> /&En

1 DTM (Digital Terrain Model): As opposed to a DSM, a DTM has z values for ground surface
B?CABNMH Cn?n &4ALI OH>4A& B?CABNAn

1 nDSM (normalied DSM): An nDSM is the difference bedawex DSM and a DTM. It therefore
contains z values for heights above ground, i.e. tree height.

5.3.3 High Precision Forest Parameter from Airborne Laserscanning
(ALSPData

From the above described input nNDSM several forest parameters were derived within the giroje

E! <F?CNOHA @ LMNFC=B?L O; L; G?N?L ; OM , s M? LM
'"?@;, BL?HBCHQ? CME; L NReM en@&passih@ ParadétePsQper Beight Bfdreps,

vertical structure, mean height of trees, species mixture or growing class.

For the rockfall propagation modelling, the required friction parameters are deduced from relevant
forest parameters (treetop number per unit area, crown coverage, height of upper layer, and vertical
forest structure) which are based on the high resolutigkirborne Laserscanning (ALSJurface
Model.

5.3.4 Forest Maps

Currently forest maps are not available for the investigations.
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5.3.5 Geological Data

A DTM bsed on ALSvith a spatial resolution of 1 m, provided by Geoinformation Steiermark, is
available. This dataset is useboth for the identification of potential rockfall detachment areas and
the terrain dependent modelling of the runout zones.

Furthermore, a geological basemap with 1:50.000 reference scale (provided by Geoinformation
Steiermark) is used for the disposittomodelling (identification of potential rockfall detachment
areas), and the estimation of boulder sizes. The identification of rockfall detachment areas is based
on the definition of slope threshold values. Of course, this approach may be refined by derisg
morphometric parameters, the geotechnical properties of the release areas, and the tectonic
situation (e.g. fabric and discontinuities to be investigated in the field) for more detailed analyses on
local scale.

5.3.6 Result from Windfall Modelling

Windfal data are not available due to processing problems at ZAMG. As a consequence of this fact
NB? CHJON P; LC; <F? &a4aQCH> >; N; £ Q; M HI'N OM?> @I

5.4 Current Implementation

5.4.1 Implementation Forest (Change) Monitoring

&1 L NB? a&l L?MN cgbreeptHva®elabotatddCaNd the GeldvadEmodules identified.
Currently there are two main modules in realisation in order to successfully apply the service. They

= GJLCM? NB? &-CHH; ?LN #I1 LL?=NCIHA ; H> NB? &a#B; F
4B? &a- @HHL ? mbtidld (s€&Eigureb) is very important for the change detection process

because it normali®s the illumination effects, which are especially in mountainous environments

have a strong impact on the land surface. This approachtlais, a prerequisite for any remote

M? HMCHA JLI =? MMCHA N; MEM | P?L F; LA? ;L?; Mn 4B? a
NB? H?RN J?LCI> | @ NB? JLID?=N ; H> QCFF =1 GJF?N?

&1 L NB? aé&l L ? Malinappkback Wa? tbwetpEd whicl@Gis based on the above listed
variables. Literature names numerous variables concerning vulnerability. As already mentioned
they can be divided into:

1 tree attributes (e.g. tree type involving the root system, tree height

1 stand situation (e.g. species mixture, stand structure, intensity of thinning, edges between
stands)

1 site conditions (e.g. geological/ pedological information, topography)

1 environmental factors (e.g. wind (gust) speed, water logging following emsive
precipitation, temperature affecting frozen soil)

Not all variables have the same explanatory power: the most important factor seems to be tree
height (cf. Gardiner et ak013a, 4and Hale et al 2016, 28/37). A higher percentage of conifers seem
to make astand more vulnerable as conifers appear to be more susceptible (cf. Indermiihle.et al
2005, 9; Gardiner et al 2013, 38; Schmoeckel 2005, 17). Concerning vertical structure authors do not

agree, some consider it important (cf. Hanewinkel et2014,531$ PI s LE 2N ; F FTTrH B

others believe it to be negligible (cf. Gardiner et aD13, 4). In several studies forest operations,
disease, insect outbreaks and previous damage from snow or wind had a temporary destabilizing
effect on the (neighborig) trees (cf. Schmoeckel 2005, 17; Pasztor 2@l5, 11; Suvanto et.&016,

23). Wind load is generally highest behind edges, the depth of penetration depending on stand
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density (cf. Mayer et aP010, 73). Topography plays an important role for egpee to wind, causing
the wind to accelerate or slow down and offering shelter or exposure.

The goal for this application is to weight the variables that are important and where data is available
resulting in overall vulnerability for the test area. Currty, for this model the following variables
are considered to be important, as there are:

stand height

percentage of conifers

vertical structure

slope

edges and corresponding buffers for exposure
TOPEX (topographic exposure)

E N W

After calculation or extractio all variables are available on pixel level with a resolution of 10x10m.
The weighting of these variables is conducted following their rating in litenag and is displayed in
Figure?.
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Figure 7: Weighting of variables for total vulnerability (Elisabeth Hafner 2017).

The input variables for the model need vatis computing and procssing resirces and it has to be
recognised that for large areas the harénd software facilities have to be adapted. The percentage

of coniferous was derived from satellite data (RAPIDEYE) for the entire Styrian region. The
parameters stand height and vertical structure were derived from LiDAR data. Vidré&cal structure
(seeFigure8) is a measure of the vertical structure within a stand and defines if a stand has either a
uniform or a nortuniform structure. This parameter, in three categories, has a strong influence on
the stability of a forest stand.
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shows the exposed edges in eightfidirent directions. This parameter is the most important one,
because the exposure determines whether the wind force can penetrate a forest stand or not.
According to forest experts, it is not likely that damage occurs if edges are not exposed.

The varibaé TOPEX is a measure for the exposure of a stand positions and was calculated with a
distance of 1000m,asaso; FF? > a4/ 0 %8 Fiurel® aaMmeteH Fhe dista®dd W
calculated for the eight main cardinal directits, and was accumulated to one single map. It can
nicely be observed that the most exposed regions are on the peak and ridge areas and the least
exposed ones in the valleys.

After the calculation of the six variables it was a necessary step to analyseetlpesameters
according to their reévance before they were incorporated into the model. That means, each of the
parameters was analysed with respect to the locality and the storm event taken place in the region.
This investigation was based on a past stomment where the damage was derived and mapped.
The damaged and nowlamaged areas were compared with the maps of the variables in order to
find a correlation between them. Based on the outcome of this analysis the variables were weighted
accordingly and icorporated into the model.
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Figure 9: Resulting map of thel’ TOPEX to DianceA parameter within the test area
(Elisabeth Hafner 2017).
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5.4.2 Implementation of the Storm Damage Resilience Service

The vulnerability of the region was finally calculated based on the modellinguitssand can be seen
inFigurelL4 B? M?LPC=7? &3IMLCIFICG HHyRGEa Kidwlcdig®liaset model which
has been developed on expert knowledge and scientific literature. A novel edge detection algorithm
has been developed in order to classify the very high resolution LIDAR data. A validation was
performed in a region where a past storm event (summer thunderstorit &uli 2015) caused
damage. Tlese damaged areas were used to compare the outcomes of the modelling (as can be
observed inFigurell).

Figure 11: Resulting map of the vulnerability withi n the test area (Elisabeth Hafner 2017).

5.4.3 Implementation of the Rockfall Pro pagation Service

&I'L NB? &5J>; N?> 21l =E@; FF OLI J; A; NCI HE GI >?FFCH.
incorporated in a stochastic multiple flow direction system is used. The required topographic
information is derived from a DTM based on Al the used rockfall algorithm is not able to

calculate potential upward trajectories, sinks in the DTM are filled using a standard hydrological
correction algorithm.
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Figure 12: Workflow of the Rockfall Propagation Methodology

The following steps are applied to calculate updated rockfall propagation areas:

1. Estimation of the runout distances by velocity calculation based on a one parameter

friction model. The impact of the falling rock on the slope surface and the associated energy
reduction has significant influence on the runout distances. Based on velocity reiunt
Broilli (1974) specifies the absorption of energy generated by an impact wit8596. Three
approaches to calculate energy reduction were tested based on the works of (a) Kirkby &
Statham (1975), (b) Meil3l (1998) and (c) Scheidegger (1975). The thettwsen has an
obvious effect on the propagation distance. Maximum distances were achieved with the
algorithm of Kirkby & Statham, minimum distances with the algorithm of Meif3l. Based on
empirical model calibration, the best fitting propagation distanceas achieved by using the
energy reduction algorithm of Scheidegger. The motions after the impact are controlled by
the contact with the slope surfacekbouncing, rolling, and sliding. The grid is divided into
triangles connecting the centroid point of eaatell to integrate suitable equations which are
generally based on the Coulomb’s law of friction in a grid based model. Thus, the distances
between the preceding cell and the processing cell, are predetermined by the raster
resolution. The velocity calculion is continued until the radicand of the equations gets
negative. In this case the velocity is zero and the calculation stops.

Estimation of process paths by using a multiple flow direction algorithm. The positions

of possible rockfall start cells in # detachment areas as defined from the disposition
modelling are stored in an ancillary grid (source area file). Each neighbouring cell is coded
in slope gradients, based on an eight direction flow model in hydrologic modelling. The
assignment of adjacentells as transition cells depends on: (a) slope threshold, (b) exponent
of divergence, and (c) factor of persistence. These values have to be calibrated by an iterative
approach taking into account real and documented events. The iterative calibration of
model-parameters was done in several test areas with typical geomorphological and
geological conditions applying two scenarios: (1) only one source area pixel was selected
(single source areéSSA - this is a theoretical assumption and is used mainly flastration
purposes) and (2) all source area pixels as defined by the disposition modelling (all source
area(ASA).

By weighting the direction of the preceding cell, the system results in a first order Markov
chain. One must consider that a single motkd trajectory is based on random variables and
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conditional probabilities (cf.Figurel3). Thus, implementation of random walk and Markov
chain in rockfall modelling is only applicable if a statistically sufficient number of rando
walks is performed so thatthe totalised potential process area is close to ergodic

distribution of real events (Monte Carlo simulation).

Aiming at analymg the effect of iterations (1410,000) for both model setups (SSA & ASA),
the cumulative propagatbn area of 10 modetuns, with 100,000 iterations each was
assumed as ergodic distribution. Low recognition rate mean values as well as high and
fluctuating standard deviation (SD) values within the S&Sults indicate that the number

of iterations is notsufficient to cover the high count of potential trajectories due to the high
resolution DTM and relief conditions iteration dependency decreases with a high number of
iterations Considering all source area pixels (ASA), the recognition rate curve ascepidky

up to 1,000 iterations (> 95 %). Above this value, the curve tendstds an asymptote (cf.

Figurelb).

3. Introduction and calibration of friction coefficients for each forest class and for each
defined block size. Accordim NI #1 OFI G<AM F; QY NB?
topography, (block¥mass and a dimensionless coefficient of friction. The effect of friction is
controlled by surface roughness and block size. Including both, surface (roughness) and
block characteristics (e.g. block size), the coefficient of friction can be used to simulate block
size variations and distribution of rockfall material. The coefficients of friction are obtained
by comparing simulated stops with data derived from field campaigaisd remote sensing

data (e.g. high resolution (0.2x0.2 m) orthophotos).

@L C=NCI

source area
steepest path

transition
frequency

100 200

m

Figure 13: Test areal” OchsenkarA : Transition frequencies of the modelling compared to
the steepest path within the propagation area. For illustration purposes the modelling was
performed with a single source area pixel (theoretical assumption) a: Hillshade visualisation

based on ALS datavith 1x1 m raster resolution; b: Rock HazardZone Model with 1,000

iterations.
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Figure 15: Effects of iterations. a: ASArecognition rate and computer calculation time using
an Intel(R) Xeon(R) CPU E%620v2@3.70 GHz and 64gb RAM. The calculation time
demonstrates a strict linear correlation. b: Recognition rates of SSA and ASA model setups

The propagation algorithms first were adapted for rockfall by Wichmann (2006) and compiled in the

System for Automated Geoscientific Analys€SAGAJConrad et al. 2015). SAGA egrammed in

the object oriented C++ language and supports the implementation of new functions with a very

effective Application Programming Interface (API). Functions are organised as modules in
framework independent Module Libraries and can be accessé&,v 3! ' ! AM ' L; JBC=; F 5
(GUI) or various scripting environments. SAGA generally is free software which may be redistributed

and/or modified under the terms of the GNU General Public License as published by the Free
Software Foundation (version 2r later). However, the respective module Rock HazardZone was

Figure 14: Assignment of Coefficients of friction according to relevant forest
parameters in test areal” TriebensteinA as derived from Airborne Laserscan data
2008 (green: low friction, red: high friction).
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